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Abstract—The theory of latency-insensitive design is presented of semicustom integrated circuits are forced to iterate many
as the foundation of a new correct-by-construction methodology to times between logic synthesis and layout generation because
design complex systems by assembling intellectual property com- the two steps are performed independently and synthesis uses

ponents. Latency-insensitive designs are synchronous distributed - . .
systems and are realized by composing functional modules that ex- statistical delay models, which badly estimate the postlayout

change data on communication channels according to an appro- Wire load capacitance [1], [2].
priate protocol. The protocol works on the assumption that the In fact, despite the increase in number of layers and in aspect

modules are stallable, a weak condition to ask them to obey. The ratios, the resistance—capacitance delay of an average metal
goal of the protocol is to guarantee that latency-insensitive designs line with constant length is getting worse with each process

composed of functionally correct modules behave correctly inde- . . . . . )
pendently of the channel latencies. This allows us to increase the generation [3], [4]. This effect, combined with the increases in

robustness of a design implementation because any delay varia-Operating frequency, die size, and average interconnect length,
tions of a channel can be “recovered” by changing the channel la- is making interconnect delay becoming a larger fraction of the
tency while the overall system functionality remains unaffected. As clock-cycle time [5]. Introducing copper metallization and lew-

a consequence, an important application of the proposed theory is ig|ectric insulators helps reducing the interconnect delay, but
rep_resgnted by the_latgncy-msz_ensmve method_ology to design large th ti . ts will not suffice in the |

digital integrated circuits by using deep submicrometer technolo- ese ong ime Ir.nprovemenls will not suifice in the long run as
gies. feature size continues to shrink [5], [6]. Furthermore, while the
number of gates reachable in a cycle will not change significantly
and the on-chip bandwidth that wires provide will continue to
grow, the percentage of the die reachable within one clock cycle
will decrease dramatically: we will soon reach a point where

. INTRODUCTION more gates can be fit on a chip than can communicate in one cycle

HE THEORY of latency-insensitive design formally[7]- In particular, it has been predicted that for DSM designs, a
T separates communication from computation by deﬁnings&gnal will need more than ten clock cycles to traverse the entire
system as a collection of computational processes that exchafig® area [8]. Also, it has been estimated that only a fraction of
data by means of communication channels. The communicatf§§ chip area between 0.4% and 1.4% will be reachable in one
is governed by an abstract protocol, whose main charactéleck cycle [9]. Hence, limiting the on-chip distance traveled by
istic is to be insensitive to the latencies of the channels. TREtical signalswill be the key to guarantee the performance ofthe
theory may be applied as a rigorous basis to design comp@&@ra” design. However, since precise data on wire lengths are
digital systems by simply composing predesigned and verifi@yailable only late in the design process, several costly redesigns
components so that the composition satisfies, formally and n’%come necessary to change the placement or the speed of the
construction,” the required properties of synchronization aréliP modules while satisfying performance and functionality
communication. In particular, relevant applications may deonstraints [2].
found in the design of integrated circuits to be implemented The theory of latency-insensitive design provides the founda-
with the future generations of process technologies. Indeed, f@ for @ new design methodology that maintains the inherent
the so-called deep submicrometer (DSM) technologiesy(1 Simplicity of synchronous design and yet does not suffer of the
and below), where millions of gates will be customary, a desigifiterconnect-delay problem.” According to our approach, the
methodology that guarantees by construction that certain kgtem can be thought as completely synchronous, i.e., justas a
properties are satisfied appears as the only hope to achig@lection of modules that communicate by means of channels
correct designs in short time. Furthermore, the characteristicdg¥ing “zerodelay,”i.e., adelay negligible with respect to the pe-
DSM designs will exacerbate ttiming-closure problenthat ~fiod of the common clock signasynchronous assumptipie

is already present with the current technologies: the designE?&er this clock as theirtual clockand we call a system that is
specified starting from this assumptistrict. Once the final im-

§Iementation of the system is derived, its operation is controlled

Index Terms—beep submicrometer design, formal methods, la-
tency-insensitive protocols, system design.
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timing requirements imposed by the real clock by inserting logjirocesses, the communication channels can be segmented by in-
blocks calledelay stationswhich have a function similar to the troducing relay stations.

one of latches on a pipelined data path. While the timing require-Section V discusses the assumption under which a generic
ments imposed by the real clock are now met by construction, thteict system can be transformed into a patient one, i.e., its com-
latency of a channel connecting two modules may end up beipgnents must bstallable We also delineate how the present
two or more clock cycles. Still, if the functionality of the desigrtheory leads to the definition of the latency-insensitive method-

is based on the sequencing of the output signals and not on tludargy for digital integrated circuit design: the methodology is
exacttiming, then this modification of the design does not changentered on a simple noniterative design flow that can leverage
its functional correctness provided that all its componentpare common layout and synthesis computer-aided design (CAD)
tient processednformally, a module is a patient process if itdools as well as state-of-the art formal verification techniques
behavior does not depend on the latency of the communicatid4]. Naturally, the effectiveness of the latency-insensitive de-
channels because it is compliant wittagency-insensitive com- sign methodology is strongly related to the ability of main-
munication protocalThe key point of this approach is to relaxtaining a sufficient communication throughput in the presence
time constraintsduringthe early phases ofthe designwhen correcincreased channel latencies. This problem, which is just one
measures of the delay paths among the modules are not yet avagditance of a more general issue that has to be faced while real-
able. Instead, the specification of a complex system is stronghyng integrated circuits with DSM process technologies, is dis-
simplified if performed under the synchronous assumption. Afteussed in Section V-D together with some techniques that can be
the corresponding physicalimplementationis completed, ifthaused to handle it. Finally, to experiment the proposed method-
are mismatches betweenthetime constraints and the interconiodagy, we performed a latency-insensitive design of PDLX, an
delays among the system modules, they can be easily fixeddat-of-order microprocessor with speculative execution. This
inserting the right amount of relay stations. Since every modudesign experiment is discussed in Section VI.

works accordingly to the latency-insensitive protocol, no modifi-

cation in the functionality or the layout of the individual modules II. BACKGROUND AND RELATED WORK

is necessary to reflect any necessary changes in wire latencie . . L
The relevance of this approach for DSM design has been recentljhe theory of latency-insensitive design is clearly rem-

confirmed by the first details that Intel has unveiled on the ne\ﬂsceﬂt of madny .ideas which hé:lvg ber(]en propcr)]seddin tze
hyperpipelined NETBURST microarchitecture of its Pentium gsynchronous design community during the past three decades

processor. As reported in [12], NETBURST is the first pipelinElF_’]’h[lfs]' ItT parti(;:ullar,_thelide%of a deSi%n mtf]thOdOIl?%y Vgict
containing instances of a stage dedicated exclusively to hanthdherenty modular s aiready present in the work by &ar
wire delays: in fact, a so-callatdtive stagéas used only to move and Molnar [1.7]’ [18]. To separate the design of thes_e modules
signal across the chip without performing any computation an]c ,m the design of the system and make the entire process

therefore, can be seen as a physical implementation of arelay _engble to automation, the modules must be mp!emepted as
tion. elay-insensitive circuits [19], [20]. A delay-insensitive circuit

; ; is.designed to operate correctly regardless of the delays on its
In this paper, we introduce these concepts formally and proVe . .
'S papet, we | " S B y P es and wires (unbounded delay model) [21]. However, it has

the properties outlined above. Section Il discusses backgro that al " ful delav-i i ouit
and related work and, particularly, how the synchronous cen proven hat aimost no usetul delay-INSensilive CIrcults can
built if one is restricted to a class of simple logic gates [22],

sumption distinguishes our design methodology from simil X
P g ¢ 9y . To be able to build complex systems, one must use more

approaches proposed in the asynchronous design commuHi ) . .
PP brop y g omplex components, which are “externally” delay insensitive,

during the past three decades. In Section I1l, we give the fouf2 1'P'€: ) e :
Hning the past tree decades oct we g 4 ]hlle “internally” are designed by carefully verifying their

dation of latency-insensitive design by presenting the notion B 2 ) o
patient processes. At the core of our theory, originally presenttrér(‘ﬂlmlgJ ?]nld av|0|d_|ng (;r tolel;atm% n:jegasltabmty d[ZIO]’ [54][' [25.]'
in [13], lies the definition of latency equivalence. Two systen; y slightly relaxing the unbounded delay model and aflowing

are latency equivalent if on every channel, they present the sa ch]robmﬁt forks, 'pralctlfal quastl del% wE,?ns{glvech:wtsf
data streams, i.e., the same ordered sequence of data, but, f)%r%- e built using simple logic gates [26]. A further relaxation

sibly, with different timing. We show that for patient processeéejawlS tospeed-independendircuits, which operate correctly

the notion of latency equivalence is compositional by provinr gardless of gate delays, while wire delays are assumed to be

the following theorems: 1) the intersection of two patient pr .
cesses is a patient process; 2) given two pairs of latency equiv!n 1985, Van de Sneupschet observed that the decreasing fea-

alent patient processes, their pairwise intersections are alsot ;e size of very large scale mtv_egranon devices wo uld have lead
tency equivalent; and 3) for all pairs of strict procesgesP; to_ a decrease_of the propagation speed of electrical S|gna_ls rel-
and patient processép;, (2o, if P, is latency equivalent t¢}; ative to the ts_wnchu;g sp:e(—:d, ;\tn(_j prrc])_p oged_ the ushe of Su'tablf
and P, is latency equivalent t6)2, then their intersections aretommunication protocols to obtain chip designs whose correc

latency equivalent. As a consequence, we can derive the m geration is independent of the propaga_tlon speed [30]. This
result of our theory: if all processes in a strict system are r fork has more than one contact point with the present paper,

placed by corresponding patient processes, then the resul@‘ﬂ%diﬁers On.the. basic fact that leads t(.) th? Cho.ice of speed-in-
system is patient and latency equivalent to the original one. ependent circuits over synchronous circuits. Dill has also pro-

In Section IV, we define the notion of relay station: we illus-
trate its main properties and we show how in a system of patienta bounded skew is allowed between the different branches of a net.

Tegligible [27]-[29].
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posed a trace theory for modeling and specifying speed-ind@nni-Vincentelli, to represent complex systems as collections

pendent circuits that is the basis for a hierarchical verificatiaf signals and processes [33].

approach [28]. Parallels with our paper can also be found in

some of the ideas that have been proposed in the field of high- Tagged-Signal Model

level synthesis to schedule the sequential execution of inter—G

acting processes under unbounded timing constraints [31], [3%]
As we move toward the design of integrated circuits to b

realized with DSM technologies, the delays of long intermodu

wires are becoming dominant with respect to both the delays ent in the other signal and vice versa. Synchronous signals

the intramodule wires and those of the logic gates. More imp%—ust have the same set of tags.

tantly, intermodule delays are difficult to predict or to control The set of allN-tuples of signals is denote®. A process

during the different phases of the design of a chip, leading to s 2 subset 0BV . A particular N-tuples € SV satisfies the

exacerbation of the timing closure problem. Delay—insensiti\ﬁerocess ifs ¢ . A N-tuples that satisfies a process is called

approaphes as well as the Igtency—insensitive metho_dology aIIg\ﬁfehaviorof the process. Thus, a process is a set of possible
the designer to specify and implement the system while assum aviors. A composition of processdalso called ayster)

that intermodule wire delays may vary arbitrarily. However, Py,... P} is a new process defined as the intersection of

while a delay-insensitive system is based on the assumption %%ir behaviors® = NM__ P,.. Since processes can be defined
the delay between two subsequent events on a communicag%rdiﬁerem sets of m=1tm

h i letelv arbit in th f 2 lat X signals, we need to extend the set of signals
c_t_anne 'f COTE.G € i’).?r ' rgr){, n f cas(;ato k? alinfy"?se&?er which each process is defined to contain all the signals of
sitive system, this arbitrary defay 1S forced o benaltiple of 5, processes to form the composition. Note that the extension
the clock periodThe key point is that this kind afiscretization

I o | I ted desi thodoloai Fhangesthe behavior of the processes only formally.
allows us to leverage well-accepted design methodologies for . ;  _ (j1,-...jn) be an ordered set of inte-

the design and validation of synchronous systems. In fact, t €s in the range[l, N]. The projection of a behavior
basic distinction between any of the previous asynchronofis (51,...,5x) € SN’ ONtoS™ is proj 5 (b) = (5., .5, ).
design methodologies and the latency-insensitive approachyjs, pr70jec7tion of a process” C" SN cjnln’to :S’Ljhis
essentially that a latency-insensitive system is specified asas}gpdj (P) = (s'| 3s € PAproj,(s) = ;’).Aconnectior(}isa
chronous system. Notice that we say “specified” because from tiéularly simple process V\fhere two (or more) of the signals
implementationviewpoint,alatency-insensitiveCommunicati(fagthe N-tuple are constra’ined to be identical. Eor instance
protocol can also be realized usitgnd-shaking signaling Cli k) C SN - (51, 5n) € O g, k) 5 55 = 55 = 51 '
techniques (such as request/acknowledge protocols), Wh\lﬁﬁlh’ i’j ke [1,N]. R T e '

are typically asynchronous. However, from a specification An inbutto a’processP C S is an externally imposed con-
point of view, each module (as well as the overall system) gfraintPI C SY such that?’l N P is the total set of acceptable
viewed as a synchronous system relying on the previously Cit&Slhaviors._The set of all possible inptfisC S is a further
synchronous assumptioNow, to specify a complex system as & haracterization of a process. Given a pro_désﬁ 7={s"},

collection of modules whose state is updated collectively in OB the set of acceptable behavior§®'} N P — P and the

zerto-tlme titep Its nattgrallyf5|mpler than spectlfymﬁ the S’?t ‘ocess does not have input constraints (the procedased.
system as e interaction of many components whose sta monly, one considers processes having input signals and

updated following an intricate set of interdependency relatio stput signals. In this case, given procéisthe set of signals

Furthem_u_)re, the syr_wchronous sp_emﬂcahon allows us_to mod n be partitioned into three disjoint subsets by partitioning the
the traditional semicustom design methodology slightly by] ex setag1 N} = TUO U R, wherel is the ordered
simply inserting a step to encapsulate each synchronous moéﬁ?of indexes7for Ehe input signaIsB;fO is the ordered set of

within a so-calledshell processFinally, the impact is very indexes for the output signals aitis the ordered set of indexes

different also from a validation point of view because S|mulat|0f2)r the remaining signals (also called irrelevant signals with re-

is naturally a less complex task for a synchronous system t cttoP). A process igunctionalwith respect tqZ, O) if for
an equivalent asynchronous one. In conclusion, the theory Ifbehaviorsb € PandV/ € P, proj,(b) = proj (b;) implies
’ I - I

latency-insensitive design leads to a methodology that can %r%jo(b) = projo (V). Hence, given a functiod : sl —,

implemented on top of a commonly adopted design flow, whi§|0| we can completely characterize a functional prodessy
any asynchronous approach forces the designers to use ﬂ?gvt’uple(F 1,0). A processP is determinatef for any input
tools and, more importantly, to think of the digital system in e thenveivtheﬂl N P|=1or|IN P|= 0. Otherwise, it is
completely different way. nondéterminate '

In a synchronous systenevery signal in the system is
Hl. L ATENCY INSENSITIVITY synchronous with every other signal. Intimed systemthe
To develop our theory formally, we adopt ttegged-signal SetZ of tags, also calleimestampsis a totally ordered set.

mode) which has been proposed recently by Lee and Sangidi€e ordering among the timestamps of a signahduces a
natural order on the set of events @f A functional process

iven a set ofvaluesV and a set otags7, aneventis a
ember ofV x 7. Two events argaynchronou# they have the

me tag. Asignal s is a set of events. Two signals are syn-
ronous if each event in one signal is synchronous with an

2Here, the communication bandwidth would be limited by the inverse of the 3For N > 2, processes may also be viewed as a relation betweeiVthe
longest of the round trip times between pairs of communicating relay stationsignals ins = (s1,...,sx).
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0‘(31) = U1 l3 L3 L1 l4 L1 t2 L2 L1 3T T T T T
o(s3) = LT LaT 2T taT T LaT 5T LT L3T T 04T 44T T T T T...

Fig. 1. Strict signak; and a stalled signai. .

is (strictly) causalif two outputs can only differ at times- s.t” oy, 4 1(s) = v, vit1, - - -, v;. The sequence of values of a
tamps that (strictly) follow the timestamps when the inputsignal is denoted(s). The infinite subsequence of values cor-
producing these outputs show a difference. More formallggsponding to an infinite sequence of events starting frois
given a metricd on the setS" of N-tuples of signals, denotedoy, )(s).

we have the following: a functional proce$s = (F,1,0) For example, considering signal
is causalif Vs;,s; € SUI(d(F(s;), F(s;)) < d(si,s;));
a functional process® = (F,I,0) is strictly causalif s ={(e1,t1), (2, 2), (7, 83), (e2,t4), (11, 85), (7, t6) }
Vs, s; € SUId(F(s:), F(s;)) < d(s4,57)). we have
B. Informative Events and Stalling Events o(8)=t1taT a1 T
A latency-insensitive systeisia synchronous timed system Olty,14](8) = t2 T L2
whose set of value¥ is equal toX U {7}, whereX is the set Ty 1 (8) = 11

of informative symbolswhich are exchanged among modules
andr ¢ X is a special symbol, representing the absence @fd|o(s)| = 6, |0y, +,(s)| = 3, |0+, 15 (s)| = 1, respectively.

an informative symbol. The absence of an informative symbol To manipulate sequences of values, we define the following
may result from either lack of valid data to transmit or backiltering operators.

pressure, i.e., a request to delay a transmission. From now orDefinition Ill.4: F, : ¥, — X* returns a sequence =

all signals are assumed to be synchronous. The set of timestafigg] s.t.
is assumed to be in one-to-one correspondence with tH& set

of natural numbers. An event is call@dformativeif it has an ol = {U[tntfl(szﬁ o p(s) €%
informative symbol; as valueé. An event whose value isa © otherwise
symbol is said to be atalling even{(or 7 even}.6 Definition l11.5: F : 1. — {7}* returns a sequence =

Definition 1ll.1: £(s) denotes the set of events of sigsal £ [5] sit.
while £,(s) and&.-(s) are the set of informative events and the
set of stalling events of, respectively. Th&th event(v, ) of ol — { op(8), Moy a(s) =7
a signals is denoted:;(s). 7 (s) denotes the set of timestamps ‘ 3 otherwise '
in signals, while 7,(s) is the set of timestamps corresponding For instance, ifr(s) = t1 12 7 13 11 7, then F,[o(s)] =

to informative events. .
. » . 11 b2tz 1 and Frlo(s)] = 7 7. Obviously, |o(s)] =
Processes exchange “useful” data by sending and recew@_gg[a(s)” + |F.[0(s)]|. Latency-insensitive systems are

mforma‘uye events. |deally, only informative evgnts should bgssumed to have a finite horizon over which informative events
communicated among processes. However, in a latency-In-

. pgear, i.e., for each signal there is a greatest timestamp
sensitive system, a process may not have data to output € 7,(s) that corresponds to the “last” informative event.
g|ven_t|mestamp, thus requinng the output of a stalling ever_lt @towever to build our theory, we need to extend the set of sig-
that tlmestamp. Alternatively, |t.may happen that a down-lin s of a latency-insensitive system over an infinite horizon by
process that s not ready to receive new data requests the up-ﬁra ing a set of timestamps such that all events with timestamp
process to avoid sending them and, as a consequence, the l%?tger\ter tharl” haver values
reacts by emitting a stalling event (back-pressure). )

Y ) . Definition 111.6: A signal s is strict if and only if all infor-
Definition ll.2: The set of all sequences of elementait mative events precede all stalling events, i.e., iff there exists a

{7} is denoted by1,;. The length of a sequeneeis |o]| if it ko€ IN s.t. | Frlop, ()] = 0 and|F, (o, ¢.1(s)]| = 0. A

is finite, otherwise it is infinity. The empty sequence is denoted ; L .
ase and, by definitionje| = 0. Theith term of a sequenae s Signal that is not strict is said to be delayed (or stalled).

Fig. 1 illustrates the sequences associated to two signals pre-
denoteds;. ; : . " o ;
S : 5 senting ten informative events each: is a strict signal with
Definition II1.3: Functions : & x 7% — X, takes a . o : .
. : ; greatest timestamp equal to ten, whiles a stalled signal with
signals = {(vg, to), (v1,%1),...} and an ordered pair of times-

reatest timestamp equal to 21.
tamps(t;,¢;),¢ < j and returns a sequeneg,, ;.1 € Yiat 9 P edq
C. Latency Equivalence

4For instance, in [33], it is considered the Cantor meti{®;,s;) = Two S|gnaI§ are lat?ncy equ'va_lent if they pr(_esen'? the same
sup{(1/2)*|s:(t) # s;(t),t € T}. sequence of informative events, i.e., they are identical except

5We use subscripts to distinguish among the different informative symbolsfar different delays between two successive informative events.
Yy, la, L3, ...

6The use of the event is similar to the role played by tabsenceymbol L "Notice thator., .,)(s) denotes the value of the eventrat
in the synchronous languagesSAL [34]. 8In this paper, we assunw¢; € 7 (s),Vt; € T(s),t; <t; & i < j.
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o(s1) = L1 la L1 tp L3 L1 La T T T ... ordinal are ordered before the ones with larger ordih&fsad-
o(s2) = L1 L T T 41 T Lag 43 T 41 T L2 T... dition, to avoid combinational cycles that may be created by pro-
o(s3) = t1 g T L1 ta kg T L La T T T ... cessing events with the same ordinal, we rely on a well-founded
order over the set of signals. This order in real-life designs cor-
Fig. 2. Sequences of values of three latency equivalent signals. responds to input—output combinational dependencies as they

can be found, for instance, in the implementation of Mealy’s fi-
o ) ) nite-state machines. We cast this consideration in the most gen-
Definition I11.7: Two signalss,, s, are latency equivalent grg) form possible to extend maximally the applicability of our
51 =r 52 it F[o(s1)] = Fuo(s2)]. method by giving the following definition.

Thereference signas,.; of a class of latency equivalent sig-  pefinition 111.12: Given a behaviorb — (S1,.--,8N)

nals is a strict signal obtained by assigning the sequence of mbol <. denotes a well-founded order on its set of signals.
formative values that characterizes the equivalence class to i \vell-founded order inducedexicographic order<y, over

first |7, [o(s1)]| imestamps. . the set of informative events @ s.t. for all pairs of events
_Forinstance, Fig. 2 reports the sequences associated to_ﬂage[‘ge?) with e; € £,(s;) andey € &,(s;)

signals that belong to the same latency equivalent class: signal
s1 is also the reference signal of the class. e1 <o 62 & [(ord(e1) < ord(ez))

Latency equivalent signals contain the same sequences of in- V ((ord(e;) = ord(e)) A (s; <e s))]. (1)
formative values, but with different timestamps. Hence, it is
useful to identify their informative events with respect to the The following function returns the first informative event (in
common reference signal: tleedinal of an informative event signals; of behaviorb) following an event € b with respect
coincides with its position in the reference signal. to the lexicographic ordexy,.

Definition 111.8: The ordinal of an informative everi, = Definition 111.13: Given a behaviob = (si1,...,sxy) and
(v, tk) € E(s) is defined asrd(ex) = |F. o, +,7](s)] — 1. an informative event(s;) € &,(s;), the functionnextEvenis
Let s; and s be two latency equivalent signals: two infor-defined as
mative events;,(s1) € &,(s1) andei(s2) € &,(s2) are said
to be corresponding events iffrd(ex(s1)) = ord(ei(sz)). nextEvent(s;, e(s;)) = min {e(si) <wo ex(s))}-
The slack between two corresponding events is defined as rlo)CE L)
slack(er(s1),ei(s2)) = |k —1|. Hence, ifs is strict, the ordinal A stall movepostpones an informative event of a signal of a
of an informative event coincides with its position eis). given behavior by one timestamp. The stall move is used to ac-
Observe that ifs; and s, are latency equivalent signals, thercount for long delays along communication channels (i.e., wires
corresponding informative events # and s, have the same on the chip) and to add delays where needed to guarantee func-

ordinals (while they may have different timestamps). tional correctness of the design.

We extend the notion of latency equivalence to behaviors inDefinition 1l.14: Given an informative event,(s;) =
a componentwise manner. (vk,tr) in a behaviorb = (s1,...,s;,...,sn), a stall move
Definition 111.9: Two behaviors (s1,...,sy) and returns a behavioh’ = stall(ex(s;)) = (s1,-.-,5},..,5n),

(s1,...,8y) are latency equivalent ifi (s; =, s}). A st foralll € IN

behaviorb = (sq,...,sy) is strict iff every signals; € b is ,

strict. Every class of latency equivalent behaviors contains only Ot tr 11(S5) = Olto 1 _11(85)
one strict behavior. This is called theference behavior Ol ) (8)) =7

Definition 111.10: Two processes”; and P, are latency
equivalent, =, P, if every behavior of one is latency
equivalent to some behavior of the other. A proc£sis strict A procrastination effeatepresents the “effect” of a stall move
iff every behaviorh € P is strict. Every class of latency equiv-stall(ex(s,)) on other signals of behavidrin correspondence
alent processes contains only one strict processtetlegence of events followinge,(s;) in the lexicographic order. The pro-
process cesses will “respond” to the insertion of stalls in some of their

Definition Ill.11: A signal s; is latency dominated by an- signals by “delaying” other signals that are causally related to
other signalsq, s; <, s iff 51 =, so and7i} < 15 with the stalled signals. Given a behaviofor each stall move on
T =max{t|t € T(sp)},k=1,2. events ofb, we have a corresponding set of behaviors (the pro-

Hence, referring to the example of Fig. 2, sigeglis domi- crastination effect set).
nated by signab, since7s = 9 while 75> = 12. Notice thata  Definition 111.15: A procrastination effect is a point-to-set
reference signal is latency dominated by every signal belongingp that takes a behaviétr = (s},..., %) = stall(er(s;))
to its equivalence class. Latency dominance is extended to besulting from the application of a stall move on evepfs;)
haviors and processes as in the case of latency equivalenceof behaviorb = (s1,...,sy) and returns a set of behaviors

PEstall(ex(s;))] s.t.b" = (sf,...,s%) € PEWY] iff the fol-
D. Ordering the Set of Informative Events lowing three conditions hold:

/.
el

A total order among events of a behavior is hecessary to de-1) s} = 5]

velop our theory. In particular, we introduce an ordering amongsrhin of a strict process where the ordinal is related to the timestamp; the
events that is motivated by causality: events that have a smalleier implies that past events do not depend on future events.

Oltrgiqt thtist] (SIJ) = Oltrgistrti] (SJ)
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b= o(S1) = LT LaT 13T L4T T T LaT LgT 3T T LT T T ...

_{cr(sz) = T 5T LT LT L4T T T UsT LT Ly T LT T T L7 T
Stall 4 Move

Y= o(s}) = a7 LT[T]3T LT T T LT LT BT T LT T T ...

Tl o(sh) = T s T UT LT LT T T 5T LT Ly T LT T T U7 T ...

Fig. 3. Behavion’ = stall(es(s1)) is obtained stalling the fifth event of signal of behaviorb.

2) Vi € [1,N]i # 4,5 = s, andoy,, ,1(si) = eventsob; andb; whose timestamps differ. Define the distance
Olto.t,_11(8%), Wheret; is the timestamp of eveni(s;) between behavior, , b, as
nextEvent(s;, ex(s;));

3) 3K finite st. Vi € [1L,N],i # 35,3k < K, d(b1, by) = {max{%huE.W}, if W £0
a[tmim}(s’i’) = O[t,,00)(5%)- 0, otherwise

Each behavior inPE[V'] is obtained fromd' by possibly This distance is reminiscent of the Cantor metric. Thus,
inserting other stalling events in any signaliof but only at 3 and b, have distance equal to zero if all pairs of corre-
“later” timestamps, i.e., to postpone informative event thahonding events aralignedi© In this case,b; and b, are

follows c,(s;) with respect to the lexicographic ordefi,. jgentical, i.e., they are the same behavior that belongs to
Observe that a procrastination effect returns a behavior tl@gﬁ1 N P,). Now, suppose thati(b;,by) = (1/2@1) # 0.

latency dominates the original behavior. In this caseuw; is the smallest ordinal among those which
are associated to unaligned pairs of corresponding events.
E. Compositionality of Patient Processes Without loss of generality, lep; = (ex(r;),ei(g;)) be the

: ) ) pair of corresponding events whose ordinal is equakuto
We are now ready to define the notion of patient procesg,q jet; > %. Apply a stall move toe (r;) to obtain a new
which lies at the core of the theory. A patient process can taﬁ@haviorbg =(s},....s") = stall(cx(r;)) =, b;. Obviously,
stall moves on any signal of its behaviors by reacting with t@ack(ek_i_l(slx)’ e(g;)) = slack(ex(r;), ei(g;)) — 1. Note
appropriate procrastination effects. Patience is the key conditigp¢ b, is nojt necessarily a behavior @,. However, since
for the intellectual property (IP) blocks to be combinable a%p s patient, there existd! = (sV.....s%) = b
cording to our method. The following theorems guarantee that €  PE&(stall(ex(r;)) N Pi. Since, by defini-
the notion of latency equivalence of processes for patient pigs, of procrastination effect,s/ = s, then also
cesses is compositional . 1 _ . 3N ;
Definition ”'-plﬁi A processP is patient iff f:]aeci(r(;’g;(si{n)éﬁi)(g]g%fec_t n?le:; lg(ggt(;;é)n’ee léz1))/)everl1issf:)r};z)e\}/ving
er(r;) in the lexicographic order<y,, then all the pairs
of corresponding events dff and b, with ordinal smaller
than w are still aligned. Now, there are two possibilities: if

Vb= (s1,...,sn) € P, Vje€[l,N] slack(ert1(s?), er(g;)) = 0, then one more pair has been
Ver(s;) € E.(sj) aligned andi(b!, b2) < d(b;, b2); otherwise, we can reduce by
(PE[stall(ex(s;)| NP # 0). one this slack by repeating the same procedure starting from

behaviord/. In any case, aftet — k steps of the procedure

Hence, the result of a stall move on one of the events of a pati@#flined above, we obtain a behavilgr =, b, that satisfies
process may not satisfy the process, but one of the behaviord ofand s.t.d(b7,b2) < d(b1,b2) because one more pair of
the procrastination effect corresponding to the stall move ddedTesponding events has been aligned. We say that we have
satisfy the process, i.e., if we stall a signal on an input to a furieérformed aralignment step . .
tional block, the block will be forced to delay some of its outputs NOW if d(b7, b2) = 0, then there are no more unaligned pairs,
or if we request an output signal to be delayed then an apppae two behaviors are identical, and the lemma is proven since
priate delay may be added to some of its incoming inputs. 1 =+ b1. Instead, ifd(b7, b2) = (1/2**) # 0, then we con-
Lemma III.1: Let P, and P, be two patient processes. LetSider the next unaligned pajr, of corresponding events and
by € P1,by € P, be two behaviors with the same lexicographi¥/€ execute a second alignment step. Note that atitestep,
order s.th; =, by. Then, there exists a behavitr ¢ (P, N While aligning pairp,,, with ordinalw,,, we may increase the
Py), by =, b =, by. slack of some of the pairs following,,, in the lexicographic
Proof (Constructive):Let b; = (r1,...,ry) € P, and or_der, but we keep _aligned all the pairs pre_cecjj;ng During
by = (q1,...,qv) € P; be the two behaviors with the samdhis sequence of allgnm_ent steps, we obta|_n two sequences of
lexicographic order. Sinde andb, are latency equivalent, eachPehaviors (one of behaviors if} latency equivalent té, and

Definition 111.8). Let 71 =, q,...,7~ =. qy.Let W = is decreasing monotonically. Since bdthandb, contain the

{w|3k € IN,Jl € IN(ﬁ' #IA Or(.l(ek(Tj)) = ord(ei(g;)) = _ 10 pair of corresponding events is saitignedif the events are synchronous
w)} be the set of ordinals associated to pairs of correspondistgaccording to Definition 111.8, if their slack is zero.
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B* =41 T 12T T 3T 44T T 5T T

/ N
b1=L1T Ll L3T Ly T T 5T T ... b2:L1 Lo T T Ly L4 T 5T T
AN a

bref:q Lo L3 la 3T T

Fig. 4. Sketch for proof on compositionality of latency equivalence.

same finite number of informative everitsthe setl/ of pairs Theorem II.2: For all patient processeB,, I%, P}, Pj, if
of unaligned corresponding events is also finite. The slack 8% =, P/ andP» =, Pjthen(P. N B) =, (PN F}).

each of these pair is also a finite number. At théh step, we Proof: Letb = (sq,...,sy) be a behavior inP, N Ps.
have at mosk,,, substeps to aligp,.., whereh,,, is the starting Latency equivalence implies that there must be behaviors
slack forp,,,. In the worst case, each behavidobtained during (ry,...,7y) € P{ andbs = (q1,...,qy) € Pj such that

the substeps of the alignment step may have slacks of all the=. b =, b,. Sinceb; andb, are latency equivalent ang
remaining unaligned pairs increased by at mis{see Defi- andPF; are patient, Lemma lll.1 guarantees that there must be a
nition 111.15). Hence, at the end of theth step,|U| has been latency equivalent behavidt € (P/ n Pj}). The other direction
decreased by one, while all the slacks of its remaining elemenfghe proof is symmetric. O

have been increased by at mast - K, a finite number. Thus, Therefore, we can replace any process in a system of pa-
for |U| > I > m, the new slacks for the remaining unalignedient processes by a latency equivalent process, and the resulting
pairs ish] < h; + h,, - K. Globally, we perform in the worst system will be latency equivalent. A similar theorem holds for
case|l/| alignment steps and for each of them we have a finiteplacing strict processes with patient processes.

number of substeps. Hence, the two sequences of behaviors afeheorem 111.3: For all strict processeB;, P, and all patient
also finite and the last elements of these sequences do not haeeesse®], Py, if P, =, P andP, =, P}, then(P.NP;) =
unaligned pairs and, therefore, have distance equal to zEto. (P] N P3).

Theorem IIl.1: If P, andP; are patient processes, thgh N Proof: The argument that every behavior(if, N P ) has
P,) is a patient process. an equivalent i P{ N FP3) is as in Theorem III.2. For the other
Proof: Let & = (s1,...,sny) be a behavior in direction, lett’ be a behavior in?] N Pj. Latency equivalence

P, n P,. Consider behavior$d; = (r1,...,7y) € P, impliesthatthere must be behavidise P, andb; € P> such

andby = (q1,...,qn) € Po, st.by = b = b. Forall thatb; =, ¥ =, by. SinceP, and P, are strict,b; andb.

Jj € [1,N] and for allk € IN, leten(s;) € &.(s;). Since are also strict. Being latency equivalent, they must, therefore,
by = bo = b, theney(r;) € &(r;) ander(g;) € £,(g;). Let beequal. Thudy € (P, N FPs). O

b = stall(en(s;)) =- b. Similarly, b} = stall(ex(r;)) =- b This means that we can replace all processes in a system of
andb; = stall(ex(s;)) =, be. SinceP; is patient there exists strict processes by corresponding patient processes and the re-
a behaviort{ =, b; s.t.b] € PEH ] N P and sincePs is  sulting system will be latency equivalent to the original one.
patient, there exists a behavigf =, b, s.t.b5 € PE[B,] N P.  This is the core of our idea: take a design based on the assump-
Notice thatb; = bs implies thatt! =. bj. However, it is tionthat computation in one functional module and communica-
not necessarily the case thgt = 4. In fact, procrastination tion among modules “take no time” (synchronous hypothésis),
effects may have misaligned pairs of corresponding infoi-e., the processes corresponding to the functional modules and
mative signals that come aftée.(r,), ex(s;)) with respect their composition are strict and replace it with a design where
to lexicographic order),. Sinceb; = bs share the same communication does take time (more than one clock cycle) and,
lexicographic order, by Lemma lll.1, there exists a behaviais a result, signals are delayed, but without changing the se-
Vo=, b =, by st.b’ € P, n P The construction ob” quence of informative events observed at the system level, i.e.,
given in the proof of Lemma Ill.1 involves only unalignedwith a set of patient processes.

pairs of corresponding events betwégnandd and all these

unaligned pairs correspond to informative events that come [V. PATIENT PROCESSES ANDRELAY STATIONS

after ex(s;) with respect to lexicographic ordety,. Further, A lained in Section | fth Is of the lat .
since the number of informative events is finite, the number S explained in section |, one of the goais of the latency-in-

of unaligned pairs is also finite. Hence, each sigsjalof " sens_itive_z design metho_dolog_y Is to be gble to “pipeline” a com-

is obtained by inserting a finite number of stalling events ngqunlcanon channel by inserting an arbitrary amount of memory

earlier than timestamf with c,(s;) = nextEvent(ss, cx(s,)) elements. In the framework of our theory, this operation corre-
v, T (2 v J . H H

Therefore, by Definition 111.15)" € PE(stall(ex(s;)). Since sponds to adding some particular processes, caiy sta-

we have already seen thét € P N Py, then(P; N Py) is a tIOH.S,. t.o the given syste_m. In this section, we give the formal
patient process. definition of a relay station and we show how patient systems

Fig. 4 illustrates the above proof for the case when the tv&be" systems of patient processes) are insensitive to the inser-
behaviors are just 1-tuple signals tion of relay stations. In Section IV-A, we discuss under which

11Recall that the number of informative events for every behavior considered'n other words, communication and computation are completed in one clock
in latency-insensitive designs is finite. cycle.
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assumption a generic system can be transformed into a patierefinition 1V.2: A buffer Bch,zb (4,4) with capacityec > 0,

system. minimum forward latency; > 0, and minimum backward la-
tencyl, > Oisaprocesss.i,j € [1,N]:b=(s1,...,5n5) €
A. Channels and Buffers By, (6,5) iff (si =; s;) andVk € IN
The tagged signal model provides the notion of channel to
formalize the composition of processes [33Hannels a con- 0< ‘]—1 [U[to,t<k4f>](3i)” - |7'1 [a[toytk](sj)ﬂ (2)

nectiort3 constraining two signals to be identical.
Definition IV.1: A channelC(i,j) c SV,i,j € [1,N]is a

process s.t. ¢ 2 [F o (0] - ‘]:” [U[to’”’“—lw](sj)} ‘ - ¥

By definition, given a pair of indexeg j € [1, N], for all
ly,ly,c >0, all bufferstf}lb (,74) are latency equivalent. Ob-
As the following lemma formally proves, a channel is not §6ve also that buffeBg, (¢, ) coincides with channed’(é, ;)

patient process because it lacks the capacity of storing an ev&, therefore, is not a patient process. In particular, we are in-
and delaying its communication between two processes.  terestedin buffers having unitary latencies and we want to estab-

Lemma IV.1:A channelC(i,j) C S¥ is not a patient lish underwhich conditions such buffers are patient processes.

b=(s1,...,5n5) € C(4,§) & s; = 5.

process. Lemma IV.2: If s;, s; are two signals s.k; =, s; ands; <.
Proof: Letb = (s;,...,sy) be a behavior of a channels;> then

C(i, 5) and, without loss of generality, suppose that<.. s;. 1) Vg € INs.t.ey(s;) € E.(s;), nextEvent(s;,e,(s;)) is

Consider a pair of corresponding informative eventssjn the corresponding event f(s;) in s;;

ands; : ex(s;) = (vi,tx) andex(s;) = (v2,tx). Since 2) Vh € IN s.t.ep(s;) € €,(s;), nextEvent(s;, en(s;)) =

b € C(i,5), thens; = s; and, thereforep; = v, # 7. nextEvent(s;, e,(s;)), wheree,(s;) is the corresponding

Moreover,s; = s; implies thatord(ex(s;)) = ord(ex(s;)), event ofey(s;) in s;.

sinces; <. sj,ex(s;) = nextBEvent(s;,ex(s;)). Without Proof: Let ey (s;) be the corresponding event of(s;).

loss of generality, suppose thati(s;) and ex(s;) are By Definition 111.8, ord(e,(s;)) = ord(en(s;) = k. By
followed by (I — 1) > 0 stalling events, i.e., formally, Definition 111.12, sinces; <. sj, theney(s;) <o en(s;).
U> L|Fop b qon) SOl = [Flop, b0 ()]l = 0. For all informative events¢/(s;) with ord(¢/(s;)) < k is
Then, consider informative event i(si;) = (vayi,tx11)- BY clearly e,(s;) 1o ¢ (s;). Instead, for all informative events
Definition 11113, ex4i(s;) = nextEvent(s;, ex(s;)). Now, let  ¢”(s;) with ord(e”(s;)) > k, we havee,(s;) <, €”(s;).
V = (s1,...,5y) = stall(ex(s;)) be the behavior obtained by However, ¢;,(s;) is clearly the minimum ordinal informative
applying a stall move ony(s;). At timestampt,, s; presents event of s; that follows ¢,(s;) with respect to the lexi-
a stalling event, while the event j corresponding tex(s;) cographic order<;, and, therefore, by Definition 111.13,

is erq1(s) = (va,try1), which occurs at timestamf).;1.  nextEvent(s;,e,(s;)) = en(s;). The second relation can
Then, consider any behaviof = (s7,...,s%) € PE[']. By be easily proven using the previous relation. We know that
Definition [11.15, since ex1i(s;) = nextBEvent(s;,exr(s;)), nextEvent(s;,e,(s;)) = en(s;), wheree,(s;) andey,(s;) are
then oy, 1, )(s7) = 0pot1(si) = Opore(si). In par- corresponding events. Lef (s;) be nextEvent(s;,e,(s;)).
ticular, oy, 1 )(s7) = op,r(si) # 7 and, therefore, Then, necessarilyrd(e)(s;)) = ord(e,(s;)) +1 = k + 1.

Ol,121(87) # o, 11 (57 ), which, finally, implies thas)’ # s7.  Sinceord(en(s;)) = ord(ey4(s;)) = k, then, by Definition

Hence Wb € PEW](Y" ¢ C(i,4)) and, by Definition Il.16, 111.12, e;,(s;) <io ¢, (s;). Furthermoreg; (s;) is also the min-

C(4, j) is not patient. L imum ordinal event of;, which comes aftee;(s;) according
Hence, to formally model communication delays as well as lexicographic ordeg, and, therefore, by Definition 111.13,

pipeline stages, we introduce the notion of buffer: a buffer isi@xtEvent(s;, en(s;)) = €} (s;) = nextBEvent(s;, ¢y(s;)). O

process relating two signais, s; of a behaviob and is defined  Fig. 5 illustrates the previous lemma.

by means of three parameters: capacityinimum forward la- ~ Theorem IV.1:Letl, = Iy = 1. Forallc > 1, Bf ;(¢,5) is

tencyl s, and minimum backward latenéy. A buffer forces sig- patient iffs; <. s;.

nalss;, s; to be latency equivalent and to satisfy the following  Proof: First, if I, = I; = 1, then inequalities (2) and (3)

relationships for all natural numbeks become
1) The difference between the amount of information events
seen ak; from timestamp zero to timestamp-1; and the 0< ‘]—1 [U[to,t@fl)}(si)” - |5"1 [a[tmtk](sj)ﬂ 4

amount of informative events seensatfrom timestamp
zero to timestamp is greater or equal than zero.

2) The difference between the amount of information events
seen ats; from timestamp zero to timestampand the
amount of informative events seensgtfrom timestamp
zero to timestamg — [, is at moste.

¢z |.7:L [J[to,t@(si)” - ‘.7‘1 [U[to,t(k,l>1(3j)” . (5)

Only If: By contradiction, we prove that ; . s;, then
B{1(i,7) is not a patient process. SupposeZ. s;. For all
c > 1,leth = (s1,...,sn) be a behavior o5 (7, j) s.t.
o(s;) =77 7...ando(s;) = T 77T ... Let
135ee Section I1I-A for the definition of connection. bV = (sh,...,8y) = stall(eg(s;)) with eo(s;) = (to,t0)-
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o(s;) = |k—1 informative events and (g — k — 1) 7 events

- <io en(sj) eh(s_BrSlo .
o(s;) = |k— 1 informative events and (h —k — 1) 7 events, h > g
<o eg(s2) ea(s:) Sto
Fig. 5. Sketch to illustrate Lemma IV.2.
Clearly, ¥’ ¢ Bf,(i,j) because inequality (4) does not hold has been derived by; inserting ar at?;,. Hence, we can
for k = 1 sinces; = s;. Further, for alt’” = (s7,...,sy) € derive the following four equations. Further, each term in
Pé&(stall(eo(si))), we can prove thal” ¢ Bf ;(4,7). In fact, these equations can be bounded using the factsthag
sinces] = si,b" € Bf 1(i,5) iff oy, 4, )(s]) = 7. However, satisfy inequalities (4) and (5) for all € IN
consider thabrd(eo(s;)) = ord(ei(s;)) and, sinces; €. s;,
theneo(s;) Lo €1(s;). Furtherprd(eg(s;)) = ord(ea(s;))—1. vk € [0,9 — 1],
Lherefgre, CQ(ij) = neXt:fEVent(Sj, eo(s))- Re(;fall |7, [ot0,6 (5] |
that by Definition [Il.15 of procrastination effect, —|F N < |F i 6
Ottt 1)(87) = Open_y(s}), wheret; is the timestamp i 1 [l S 17 [oponn(e][ +e - ©)
of event nextEvent(s;,co(s;)). Hence, in our case, € [g.o<l, }
tr = tQN and U[to,tll(fﬁ'/) = Oto,1,(5}). Sinces; = 5 |7'1 [U[tg,tk1(3i )]|
Olty, tl}(sj) Olty, tﬂ(sj) Oty tﬂ( ) to 7£ T ThISImpIIeS = |FL I:O—[t07tk 11( | |F Tlto,te—2] Sj | +c (7)
thatt” & Bf | (4, ). HencePS[staH(eo(sz))] NBf (i,j) =0 VE € [0,h — 1]
andBs | (i, ) is not patient. e ’ o
If: We prove thatif; <. s;,thenBf (s, j) is patient. For |7 (oot ()]
allc > 1, letb = (s1,...,sy) be a behavior oBf | (i,7). We = |7 ottt ()] | S | [0ttt 1 (s0)]| ®)
mu§t analy;e thr.ee distinct cases in vyhich we, respeqtiyely, stall vk e [h, ool
aninftla:rman::e signal l(?ji, S; arr:d:r:, \:”th n € ([1, ]Z]/{z,j]l»).t |7, (o001 (5)] |
) blor_a (i{L < 8/]\,) SLE: St%?l(ecg((iZ))) E: Ll()Si)S,inge = |JT" [a[tg,tk,ﬂ(sj)” S |JTI [U[tg,tk,ﬂ(si,)” (9)
— g ey r — d g I3 =r .
s; = s,V & Bf(i,4) iff meq/uallty (4) does not Now, keeping in mind thag < £, it is easy to prove that:
hold for §(_)mek € IN !n fact, ¥ satisfies the other a) using (8) and (6)s/, satisfy @)Wk € [0,9—1];
two conditions of Definition IV.2 becausé =, b and b) using* (8) and (7)3 s/ satisfy (4),¥k € [g, h —
to insert a stalling event om; (while s; remains the 1; 0% ’
same) cannot induce a violation of inequality (5). Now, c us,in 9) and (7 " satisfy (4)Vk € [h
suppose first that’ satisfies also inequality (4) for all d)) usmg EG; and §8)$ ) sat|sff)>//((5))\%k c [[0 goo[l]
k € IN: then, there exists at least a behavior that belongs e) using (7) and (9)3Z ’8// satisfy (5)Vk € [g,h— 1[;
to PS[StaH(eg(&))] n Bil(l,j) and this behavior i$’ f) US|ng (7) and (9)31 , J SatISfy (5) vk € [h OO[

becaus&¢vi, stall(e,(s;)) € PE[stall(e,(s;))]. A more
interesting case is when inequality (4) does not hold:
in this case}’ ¢ Bf,(,4). Then, consider a behavior
Vo= (317"'73]\7) St Vn € [LN]vTL 7£ jv (SZ = S’IN)’
while s7/ is obtained froms; by inserting a stalling
event at timestampy,, wheret;, is also the timestamp
of evente,(s;) = nextEvent(s;,ey(s;)). Clearly, this
construction guarantees thélt € PE&[stall(ey(s;))].

Therefore}” € Bf 1 (4, 7).

2) Consider now' = (s1,...,s%) = stall(en(s;)) =- b,
where for allh € IN,ep(s;) € E(s)). Letey(s;) =
nextEvent(s;, er(s;)) ande,(s;) be the corresponding
event ofey, (s;) in s;: then, sinces; =, s; ands; <. s,
by Lemma V.2, ¢,(s;) = nextEvent(s;,e,(s;)).
Now, construct” = (s7,...,s%) in such a way that

= "o H 7B ;

It remains to be proven that’ ¢ Bf (i, j). First, by :,_m < ,UE)N].’” f b (sn t_".sn)’ Wh'lte 3{ tl's ob:a:;ed

construction,b” =, b. Then, check whethes!, s rom s; by INSerting a stafing event ar imestamp

o " P27 whereg = mingcppi1,00[{k | er(si) € E.(s:)}. Hence,
satisfy inequalities (4) and (5) for at € IN. First, it ¢ > h, theney(s:) = cg(s:), elSeey(s)) <wo ey(si).

ig]x(:t?ESvZentT(ss»J :n(is)z)—lg Stjr;ebyct?rrggnir:\éii’ehE;;gnt of In both cases, this construction guarantees that
AN P g V' e PéElstall(en(s;))]. It remains to be proven

eq(s;) In s;. Hence,ord(ey(s;)) = ord(en(s;)) = that b A A

: S e Bf (i First, by construction} - b
ord(ey(s7)) = ord(en(s})) and, recalling Definition Then, checklvlv(he{%ef” s s;ltlsfy inequalities (4) and
18, 7,070, 1(5)| = |Fulog,(s))]- Since, by

(5) for all k € IN. Compar&” ands’/, respectively, with

hypothesis,s;, s; satisfy inequality (4) for all: < IN, s; ands;: ¢/ has been derived byi inserting ar at

theng < h. Compares;’ ands’/, respectively, withs; and
s;: s{ has been derived by inserting ar att,,, while s’/ 14Recall thaop, ¢+, 1(s:) = T.



1068 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 20, NO. 9, SEPTEMBER 2001

Bl o(s1) = LT taT t37 4T T T LsT LT Ly T LgT LT T T LygT ...
LIY o(s3) = T 017 taT 37 LaT T T UsT LT 7T 8T T T LgT L19T
9 0'(81) = L1l l3 T T lals5legT T T L7y T Lglg l1p
L1Y o(sg) = T t1tata3™ T 4T T T tylely T lgty lio

Fig. 6. Comparing two possible behaviors of finite buff@$, (s1, s2) andB? ;(s1,52).

tg, While s/ has been derived by; inserting ar at#,. of patient buffers into the corresponding patient system to re-
Hence, previous relations (6)—(9) hold also in this casplace this channel. Since we use patient buffers with unitary la-
Now, keeping in mind that here < g, it is easy to prove tencies, we can distribute them along that long wire on the chip
that: which implement<_ (¢, ) in such a way that the wire gets de-

a) using (8) and (6)s/, s/ satisfy (4) ¥k € [0,h —1]; composed in segments whose physical lengths can be spanned

b) using (9) and (6)s/, s// satisfy (4).Vk € [h,g— 1]; in a single real clock cycle (as anticipated in Section I).

c) using (9) and (7)s/, s” satisfy (4),Vk € [g, o0[; _

d) using (6) and (8)s”, s satisfy (5)¥k € [0,h—1]; B- Relay Stations

e) usings (6) and (8),s Js” satisfy (5),Vk € [h,g — Lemma IV.3 proves that no behaviors i , (i, j) may con-
1[; tain two informative events of;, s;, which are synchronous,
f) using (7) and (9)s7, s/ satisfy (5),vk € [g, o0l. i.e., there cannot be any timestamp for which bettand s;
Therefore}” € Bf (i, j) in this case, too. present an informative event. This implies that the maximum
3) Finally, for all n € (1, N)/{i,5}) let ¥ = achievable throughput across such a buffer is 0.5, which may
(s},...,sy) = stalllen(s,)) =. b, where for be considered suboptimal. Instead, bufgr, (¢, ;) is the min-
all h € Neen(s,) € &Elsn). Then, trivially, imum capacity buffer that is able to “transfer” one informative
v € P&lstall(en(sn))] N By 1 (4, 7). unit per timestamp, thus allowing, in the best case, to commu-
In conclusion, combining all three cases, we have nicate with maximum throughput equal to one. Fig. 6 compares
o two possible behaviors of these buffers.
Vb= (s1,...,sx) € Bi1(6,5), Yn€[LN], Lemma IV.3: B , (4, j) is the minimum capacity buffer with
Ver(sn) € E.(sn), ly=10lL=1st for all K, closed intervals olN

(Pefstall(en(s))] N B 1(0.9) # 0). D (o sK) € BRAG0) AVEC K

Hence,B; (i, ) is patient. O (ex (s5) e&( Y Aer (sK) €& (s5)) . (10)
Consider a strict systef, ;.. = N*_, P,,, with IV strict sig-
nalssy,...,sy. As explained in Section Ill-A, processes can  Proof: Relation (10) says thaB; (¢, j) is the minimum

be defined over different signal sets and to compose them eapacity buffer withi; = I, = 1 contamlng a behaviob®*,
may need to formally extend the set of signals of each proceglseres; ands; presen{ K| consecutive pairs of synchronous
to contain all the signals of all processes. However, withoirfformative events (i.e., the two informative events of each a pair
loss of generality, consider the particular case of composihgve the same timestamp) for all K, closed intervals ofN.
M processes that are already defined on the saimggnals. Notice that the only buffer with; = I, = 1 having capacity less
Hence, any generic behavidy, = (sm,,...;Smy) Of Py is  thanBi(i,5) is B} (4, 7). We first show thatB? | (i, j) con-
also a behavior o, iff for all { € [1, M],I # m, process tains at least one behavidf satisfying relation (10) and then
P, contains a behaviol; = (si,,...,s1,) s.t.¥n € [1,N] we prove that the same is not true for any behavidspf (i, j).
(s1, = Sm,, ). Infact, we may assume to derive syst€mi.; by Itis easy to construct an example of such a behavior forfiny
connecting thé4 processes withdf —1)- IV channel processesFor instance, considerabehavimt (S1,...,8N) s.t.a(sf") =
C(l,,(l+1),), wherel € [1,(M —1)]andn € [1,N]. Fur- 4y ¢s....x 77 7...and thatO'( Y =Tt g TTT.

ther, we may also assume to “decompose” any channel processarly, s =, 31‘ and |nequaI|t|es (4)and (5) (with= 2) are
C(mn, l,) with an arbitrary numbelX of channel processessatisfied foranyg € K.Hencep € B1 (i, 7). Moreover, at all
Clmy, z1), C(z1,22),...,Clzrx_1,l,) by addanX—l aux- timestampsi, to, .. ., tx, bothsX ands" present an informa-
iliary signals, each of them forced to be equahtig = I,,. The tive event.

theory developed in Section Ill guarantees that |f We replaceNow, consideB! | (¢, 7). If ¢ = 1, combining inequalities (4)
each proces$’,, € F.uicc With a latency equivalent patientand (5), we obtain ‘thatk € IN

process and each chandgli, ) with a patient buffeB} | (¢, 5),

we obtain a system,,atient, Which is patient and latency equiva- ‘]—1 [U[to,t(kfml (sj)} ‘ +1
lent to P,.ict. In fact,having a patient buffer in a patient system
is equivalent to having a channel in a strict syst&ince “de- > |7 (o ,ni(s0]| 2 ‘j:b [U[to,mﬂ)](sj)} ‘

composing” a channel’(i, j) has no observable effect on a F ‘
strict system, we are, therefore, free to add an arbitrary number ‘ ¢ [U[%J(k—l)l(sz)} ‘

BRecall thatoy, 1, 1(s;) = 7. 2 |‘7:l [a[to,tk](sj)” 2 “7:' |:U[t0,t(k+1>1(37‘,)” -1
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o(s1) = taT t1tata T 3T T ... o(s4) = T 2T L1 T 31 T 3
o(s3) = T LgT L4T Ly lgT tg ... — o(85) = T 18T 147 L7 18T i3
o(83) = T LT tslsT LgT LG --. o{sg) = T eT L5T Lslg T lg

Fig. 7. Example of a behavior of an equaliZémwith I = {1,2,3} andO = {4,5,6}.

Hence, for all behaviors = (s1,...,sy) € Bi,(i,4), sig- A. Stallable Processes

nalss;, s; are not only latency equivalent, but also correlated |, i sequel, we consider only strictly causal processes and
according to a very regular pattern (see Fig. 6), which can each of them we assume that the well-founded order

_summar!zed in two_propertles: 1) there are no two SYnChronoﬂ)’steﬁnition [11.12 subsumes the causality relations among its
informative events iry;, s; and 2) for all timestamps, informa- signals, i.e., formally?i € I,Vj € O, (si <. 5;)
g ey ? ? v —=c 23/

tive events appear alternately epand ons; (possibly, at not Definition V.1: A processP with I — {1 O} and
consecutive timestamps). Property 1 is a negation of relatipn _ 0+ 1 N} is stallable iff for all'its behaviors

(10). U h=(s1,.... 50,5 sy) € P and for allk € IN
Definition IV.3: The bufferB? | is called arelay station (51,280, 5G40, - 51)

V. LATENCY-INSENSITIVE DESIGN Viel (op,u0(s:)=7)Vi€O (op,  t,s)="1)

_ In this section, we formally present the notion of latency- pance while a patient process tolerates arbitrary distributions
insensitive design as an application of the concepts previougpsta|ling events among its signals (as long as causality is pre-
introduced. To do so, we assume that: served), a stallable process demands more regular patterns:
1) the predesigned functional modules are synchronogigmbols can only be inserted synchronously (i.e., with the same
functional processes; timestamp) on all input signals and this insertion implies the
2) the processes are strictly causal; synchronous insertion of symbols on all output signals at the
3) the processes belong to a particular class of procesggifowing timestamp. To assume that a functional process is stal-
calledstallable a weak condition to ask the processes tRple is quite reasonable with respect to a practical implementa-
obey. tion. In fact, most hardware systems can be stalled: for instance,
The basic ideas are as follows. Composing a set of predesigeegsider any sequential logic block that hagated clockor
synchronous functional modules in the most efficient way & Moore finite state machin&/ with an extra input, which, if
fairly straightforward if we assume that the synchronous hgqual tor, forcesM to stay in the current state and to emiat
pothesis holds. This composition corresponds to a compositigie next cycle.
of strict processes since thereagriori no need of inserting
stalling events. However, as we have argued in the introdyg- Encapsulation of Stallable Processes

tion, it is very likely that the synchronous hypothesis will not i _ )
Our goal is to define a group of functional processes that

be valid for communication. If indeed the processes to be com- b 4 with labl deri )
posed are patient, then adding an appropriate number of refay P€ composed with a stallable procésw derive a patient

stations yields a process that is latency equivalent to the stRPCess which is latency equivalenttb We start considering
composition. Hence, if we use as the definition of correct p@.process that aligns all the informative events across a set of

havior the fact that the sequences of informative events do i nqel_g. i i ,
change, the addition of the relay stations solves the problem.Deflnltlon V.2: An equalizer E is a process with
However, requiring processes to be patient at the onset is def= 11,---, @t andO = {@ +1,...,2 - Q}, such that
initely too demanding from a practical point of view. Still, in'" &ll behaviorsh = (s;,...,sq, sg+1,...,52.q) € E, we
practice, a patient system can erivedfrom a strict one as have thatvi € I, (s; =; sq+i) andvk € IN:
follows: first, we take each strict process, and we composeit 1) Vi, j € O((o(t, 1, ](s:) = 7) = (0[1,,1,)(s5) = 7));
with a set of auxiliary processes to obtain an equivalent patientz) ming f{|[F.[o [tom(si)]|}—manco{V:L[0 [tO,tkj(Sj)H} =0.
processP, . To be able to do so, all processBg must satisfy The first relation forces the output signals to have stalling events
a simple condition (the processes must be stallable) that is forly synchronously, while the second guarantees that at every
mally specified in the next section. Then, we put together dimestamp the number of informative events occurred at any
patient processes by connecting them with relay stations. Tdwput is always equal to the least number of informative events
set of auxiliary processes implements a “queuing mechaniss€en by any input signal up to that timestamp. Fig. 7 illustrates
across the signal d@?,,, in such a way that informative events ara possible behavior of an equalizer. Notice how the the presence
buffered and reordered before being passeB, toinformative of a stalling event at a certain input at a given timestamp does not
events having the same ordinal are passé€g,i@ynchronously. necessarily force the presence of a stalling event on all outputs at
In the sequel, we first introduce the formal definition of functhe same timestamp. For instance, while the two stalling events
tional processes. Then, we present the simple notion of stallabtess and s3 at timestamps; do force stalling events on all
processes and we prove that every stallable process can beoetput signals at;, instead the stalling event present gnat
capsulated into a wrapper process which acts as an interfacettadoes not result in any timestamp on the output signals: this is
ward a latency-insensitive protocol. due to the fact that at timestanp all input signals have seen



1070 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 20, NO. 9, SEPTEMBER 2001

of equalizervi € Ig,(s; =- s}), and, by definition of relay

1 I

: Sp, Sp; . Sq; Sq, 1 station,Vi € [1, N], (sq, = sq/). Thereforepy = b.

! : : P . : : W Patient: Recalling Definition 111.16, we need to prove

! SpM E Sp;\II Sq;‘l IERSNlSqN ! that Vb = (ST‘17'"78PA/I78’117"'78’]N) € VV,VJ € Iw U

. Sy’ . Ow,Ver(s;) € E.(s;)

' P 2P S, :

' [— 1 ) (PE[stall(er(s;))| N W # 0)

! SSG Sry !

' w(P) E— ' Consider first stalling any input signal off¥: for

e X all sp.,i € [1,M] and all e,(s,.) € Esp,), let
V' = (SpyseeesSpysSqrr-rSgy) = stall(eg(sp,)). Two

Fig. 8. Encapsulation of a stallable procésinto a wrappeiV ( P). cases may happen.

1) There exists a signa$,, .k € [1,M],k # 1, st

at least one informative event while no output event have been [7:[71to.t,)(sp )1l - < [Fu[opt,.1,1(sp.)ll- As a conse-
occurred on the output signal up#g guence, by Definition V.2, no additional stalling events

Definition V.3: An extended relay statiofRS is a process ~ are added at the output éf nor, ultimately, on the output

with I = {i} andO = {j,1},i # j # | s.t. signalss;, s; signals of . Hence, While stall movet.all(eg(sm)) does
are related by inequalities (2) and (3) of Definition IV.2 (with ~ Not affect any other ?lgnal, but,,, St'"_b/“ €W a?d
l; =1, = lande = 2) andvk € IN Pf[stall(gk(spi))] = ¥’ (the stall move is “absorbed” by
the equalizer). Therefor@&[stall(ex (s, )] N W £ 0.
2) sp, is a signal ofb s.t. [F[o1,.,1(5p,)]] = mingcs
Tt 1) (1) {IF.lot0,41(5)]}- In this case, the insertion of a stalling
_ {17 it |7 [1t,01 (5] | = | 7o [0t (55)]| = 2 event ons,, att, implies that all the output signals of
~ 10, otherwise ' equalizerE’ have a stalling event &f,. Then, by analyzing
the interrelationships among the componentdof it is
Definition V.4: A stalling signal generatorSSg is a easy to verify that/ ¢ W. In fact, all the output signals
process with! = {1,...,Q} andO = {Q + 1} s.t. Vb = of P are forced to have a stalling event &f,; and,
(s1,--,50+1),Vk € IN,Vi € [1,Q], (Fi[oy, 1,1(s:)] € [0,1]) similarly, all the output signalss,,,...,s,, to have it
and atty,yo. HenceVj € N,egyo(s,,) € E(sq,) must be
also stalled. Then, since mowgall(e,(sp,)) does not
ot o1 (s01) = {ﬂ if 3j € [1,Q] (F. [or,u1(s)] =1) . affect any other signal, but,.,% ¢ W. However, since
[trt4] 0, otherwise ord(eg12(8q,)) = nextEvent((sy, ), ¢q(sp,;)), the insertion
) o of one stalling event on each of the wrapper outputs_at
As illustrated in Fig. 8, any stallable proceBscan be com- s compatible with the definition of procrastination effect

posed with an equalizer, a stalling signal generator, and some 5. thereforeP€ [stall(cx(s,,))] N W # 0.
extended relay stations to derive a patient process that is latenCKIext consider stalling ari;/ output signal d¥: for

equivalent toP. .
call s, 1,N] and all ¢;(s,. Es,.), let
Definition V.5: Let P be a stallable process with,, _q“‘és, < [s,’ ]S, o ;( E) stfll(e (i qﬂ)g B
Ip = {p},...,pyandOp = {¢,...,dx} A wrapper L Py TP S T R e y
Lot M Lo Al . definition of stall move,vm € [1,M], (s, = sp,) and
process(or shell process W(P) of P is the process with Vn € [LLN],n # 4. (s, = s, ). Hence a@ainb’ ¢ W, In
) ) ) g — ZdnJ ’ .

Ly = {pr.....pm} and Ow = {gi.....qv}, WhiCh is o o insertion of a stalling event on signal att, has an
obtained by corlnposmg" with the following processes: impact on signak,. of £RS;, which isconstrainedo stall the
1) an equalizer with I = {p1,....pv,pyv4a} @and jpgy eventchH(s;f_) € £,(s,) occurring! timestamps latei
Or =A{p1,--- . P> p/M_+1 I3 Asa consequencé, all the oﬁtputs of the stallable praéessst
2) N extended relay statiodRS,, ER Sy, ..., ERSn St haye a stalling event af;. While no other stalling events are
I; = {_q;} fa”dOj ={gmih W'th j €[L,N] forced ons,, of ER.S; atty 111, allthe remaining relay stations
3) astalling signal generato§SG with I = {ry,...,rn} ERS,,r € [1,N]/{s} must stall theire;, 4141 (s4.) € E(54,)-
andO¢ = {py41}. Hence,t’ ¢ W becausestall(e,(s,,)) does not affect any
Theorem V.1:Let W(P) be the wrapper process of Defini-other signal, buts,,. However,¥r € ([1,N]/{j}), since
tion V.5. Proces$V’ = proj;,, ,o,, (W () isapatient process ¢, ;11 (s, ) = nextEvent(s,.,e,(sy)), wheree,(sy) =
that is latency equivalent t&. nextEvent(sy, en(sy;)), then en(sy) <o engi1(sq,)-
Proof: Throughoutthe proof, we follow the index notatiorHence, the insertion of one stalling event on each wrapper
of Definition V.5. output sq,., = € ([1,N]/{j}) at tiyi+1 is compatible
W = P LetVt = (sp,---,8y, :5¢,---,5¢,) b€ @ with the definition of procrastination effect. Therefore,
behavior ofP andb = (p, .- -+ SpyyysSqys- -+ SqnsSpis-- -5 PE[stall(en(s,,))] N W # 0. O
Spi‘”l_’sqi T RSN ”_7 sryJone of  W(P). Let 18Note that, by Definition IV.3¢;, 1. (s, ) must be stalled even thougtt €
bVV = PrO)r,uow (b) - ($P17 s Spary Sqra e S(IN) 4

the corresponding behavior 6¥. Then, by Definition V.2 T 1A+ = 1 (oumls) =)
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C. Latency-Insensitive Design Methodology D. Impact on System Performance

By putting together the ideas discussed in the previous secNaturally, the effectiveness of the latency-insensitive design
tions, we can derive the following guidelines for the definitiomethodology is strongly related to the ability of maintaining
of the new design methodology. a sufficient communication throughput in the presence of in-

1) Begin with a system of stallable processes and channetéeased channel latencies. However, in the case of integrated cir-

2) Encapsulate each stallable process to yield a corfalit design, this is just one instance of a more general problem

sponding wrapper process that is patient and |aten&}ﬂt has to be faced while using DSM technologies. In fact, since
equivalent to the original one. on-chip communication was not an issue with previous process

3) By inserting the required amount of relay stations on eatechnologies, the vast majority of chips that have been realized

channel, the latency of the communication among amyer the past two decades are based on architectural models re-
pair of processes now can be arbitrarily varied withodying on low-latency communication to shared global resources.
affecting the overall system functionality. The advantages of such models is that they provide the most

This approach C|ear|y “orthogona”zes” Computation anuniform computational framework and the best utilization of the
communication: in fact, we can build systems by assembilifignctional units. On the other hand, this focus on function rather
functional cores (which can be arbitrarily complex as far as théjan communication is now seen as the fundamental conceptual
satisfy the stalling assumption) and wrappers (which interfat@adblock to be overcome in DSM design [7]. In this regard,
them with the channels, by “speaking” the latency-insensiti8€ latency-insensitive design methodology represents an inter-
protocol). While the specific functionality of the system i€sting approach due to the inherent separation of communica-
distributed in the cores, the wrappers can be automatically géi@n and computation.
erated around thefi.Furthermore, the validation of the system Inserting extra latency stages on a cyclic pipeline does not
now can be efficiently decomposed based on assume-guarafi@gessary translate into a performance hit. For instance, the case
reasoning and compositional model checking [35]-[38]: eaét the Alpha 21264 microprocessor, where the integer unit is
wrapper is verified assuming a given protocol and the protod@?ﬂl’titioned into two modules and the latency for communicating
is verified separately. between them takes an additional clock cycle [39], shows how

With regard to the design of digital integrated circuits, th# is possible to pipeline long wires, thereby increasing their la-
theory of latency-insensitive design can be used as the forrigilCy, While still offering high computational bandwidth. Sim-
basis for defining thdatency-insensitive design methodologjlarly, the presence of so-calledtive stagesin the new hy-
that is centered around the following simple noniterative desig€rpipelined NETBURST microarchitecture [12] suggests that
flow. even for high-end designs, such as the Pentium 4 micropro-

1) The designers design and validate the chip as a collectfgfFSOr the insertion of extra stages dedicated exclusively to
of synchronous modules that can be specified with tthandle wire delays may be the result of a precise engineering
usual hardware-description languages (HDLS). choice. From this point of view, the present paper represents

2) Each module is automatically encapsulated within a blo@formal background for the definition of design methodolo-
of control logic (the wrapper) to make it latency insensi91€S that allow an efficient analysis and exploitation of the la-

ive. tency/throughput tradeoffs at any level of the design flow.
3) Traditional logic synthesis and place-and—route steps ard Urthermore, the latency-insensitive approach can be ex-
applied. tended to incorporate other techniques aimed to have the

4) If the presence of unexpectedly large wire delays makBgrformance of a de;ign less sust_:eptible to Iqrge variations in
it necessary, the resulting layout is corrected by simp annel latency. For instance, a simple technique to make the

inserting the right amount of relay stations to meet t esign more robust on this respect consists in ensuring that
clock cycle constraints everywhere. the design specification contains some “slack” in the form of

Notice that the design, layout, and routing of individual moduleusrmee(Jled pipeline delays. If there is sufficient "slack” latency

around every cyclic path in the design, then, after the final
would not need to be changed to reflect any necessary chanl%es . ; . o
yout is derived, the latency-insensitive protocol allows us to

in wire latencies during the chip-level layout and wiring process.” . . .
. U istribute this slack in a completely transparent manner to cover
This may clearly represent a significant advantage for future . LT ; .
increase in wire latency without any changes to the design

: . : : n
system-on-a-chip designs, where the designers completing gtpethe layout of the modules (a sort dinamic retiming

chip-level integration most likely will not work at the samel_ . ) .
. L he overall design becomes more robust in the sense that it
company as the designers of the individual modules. Further

. L . is less likely that some modules would have to be changed to
more, since it is based on the synchronous assumption, the a

proach facilitates the adoption of state-of-the art formal verif, SCover performance lost due to unexpectedly large wire delays.

. . o . Nonetheless, there will be cases where cyclic paths of low
cation techniques within a new design flow that, for the rest, c . S
. . o atency affecting the overall system throughput are inevitable.
be built using traditional and well-known layout and synthesis . : .
n such cases, techniques typically used for microprocessor
CAD tools. . : .
design such aspeculationand out-of-order executiomay be
embodied within a latency-insensitive protocol. For instance,
1"This is the reason why wrappers are also cadleells they just “protect” the Y P

IP (the pear) they contain from the “troubles” of the external communica\tioﬁ/\’hen a partlcular. d'ata item .m notyet qompUted' while be”?g on
architecture. the critical path, it is sometimes possible to “guess” the likely
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value of this data and to allow the computation to proceedthich has been assigned to it and, at the end of the execution,
Later, this value can be “retracted” if it proves to be incorrecwill contain the result. Then, operands and opcode of instruc-
Such techniques may dramatically increase the overall systéan I are loaded into the selected reservation station to start the
performance, but they are currently adopted only in high-emaecution. In fact, the execution starts immediately only if the
microprocessor design because they are error-prone and quitiies of the operands which have been read fronmsyiséem
difficult to implement. However, their demand is destined toegister unitare “currently correct” in the sense that no other
grow, as wire latencies will keep increasing. On the other hanidstruction!’ (previously dispatched and still not completed) is
these techniques may be rigorously built into a latency-iglestined to change the value of one of these operands. If this is
sensitive protocol that would allow speculation to break tHadeed the case, for each operand whose value is not yet avail-
tight dependency cycles (provided the designer can identify able thedispatch unitwrites on the corresponding entry in the
appropriate guessing strategy). Being part of the protocol, theyservation station the tag, that identifies the reorder buffer
would be isolated from the functional specification and thesntry previously assigned to instructiénon which the operand
would enter the design picture in @rrect-by-construction depends. The execution of instructidiis procrastined until all
manner that would not risk the introduction of a design error @prrect values of its operands arrive at the reservation station.

cause previous simulation work to be invalidated. Different instructions may take a different number of clock cy-
cles to execute not only due to this procrastination, but also be-
VI. CASE STUDY—THE PDLX MICROPROCESSOR cause their executions may present different latencies. When the

To experiment the pronosed methodology. we erfOrmedeéecution of an instruction ends, the corresponding processing
P prop 9 P unit broadcast the result to the reorder buffer entry and to any

latency-insensitive design” of PDLX, an out-of-order MICro- oo vation station that is awaiting it.

processor with speculative execution. In the present section, W& e completion unittracks each instruction from dispatch
first summarize the architectural specification of PDLX, an h tion and retires it by removing the result from the
then, we discuss the latency-insensitive design as well as REEOUQ execu y g the res
experimental results ottom entry of_the reorder buffer and c_ommlttmg it to update
' the system registers. In-order completion guarantees that the
system isinthe correct state when itis necessary to recover from
a mispredicted branch or any exception. In the presence of a
The instruction set of PDLX is the same as the one of the DL¢onditional branch whose condition cannot be resolved immedi-
microprocessor, described in [11]. The PDLX architecture igely, thebranch processing unjiredicts the “branch target ad-
based on an extended version of Teenasulo’s algorithnf40],  dress” and instruction fetching, dispatching and execution con-
which combines traditional dynamic scheduling with hardwargnue from the predicted path. However, these instructions can
based speculative execution. As a consequence, the data patttommit and write back results into the system register until
of PDLX is similar to the one of some of the most advancege prediction has been resolved, i.e., determined to be correct.
microprocessor available on the market today [39], [41].  Instead, when a prediction is determined to be incorrect, the in-
The PDLX architecture is conceptually illustrated by thetruction from the wrong path are flushed from the datapath and
block diagram of Fig. 9. At the center of the diagram lies ghe execution resumes from the correct path.
set of execution units (gray shaded) that operate in parallel.
Schematically, the PDLX behavior can be summarized & Latency-Insensitive Design of PDLX

follows: the branch processing unisends the next value of e performed a high-level cycle-accurate design of PDLX
the program counter (PCJo thefetch unit which fetches the by using BONeS DESIGNER [42], a CAD tool that provides
corresponding instruction from thestruction cach@nd passes 5 nowerful modeling and analysis environment for system de-
it to the decode unitOnce instruction decoding is completedgjgn \we first defined a synchronous specification of the PDLX
the result arrives to theispatch unit which interacts with the 5nq e designed each of of the PDLX modules illustrated in
reservation stations (RSs the different processing units asrjg g, keeping in mind only the following informal rule to make
well as with thecompletion unitand thesystem register unit yhe process stallablet each clock cycle, the execution process
Instructions are fetched, decoded, and dispatched sequentigly module can always be frozen without affecting its internal
following the order of the program that gets executed. ONnggste Independently from the design of the PDLX modules, we
a new decoded instructioh arrives, thedispatch unitstarts - ghecified also a latency-insensitive protocol library, which con-
by assigning it to one of the functional categories (Integekins parameterized components to guide the automatic genera-
arithmetic/logic, floating-point, load, store, branch,) and ion of different kinds of relay stations and wrappers. Finally,
then checks whether the following two conditions are verified,,q encapsulated each module in a wrapper and we obtained
1) There is one entry available in the reorder buffer withithe final system. Obviously, this decomposition of the hardware
the completion unit implementing the PDLX is not the only possible, let alone the
2) There is an available reservation station at the head obést, one. Still, while reasonably simple, it presents interesting
processing unit matching the function category to whickhallenges to the realization of the proposed latency-insensitive
the instruction belongs. communication architecture. In particular, modules such as the
if one of these conditions is not satisfied tiepatch unistalls, fetch unitand thedispatch unitmerge channels coming from
otherwise instructiod is dispatched: this means that the instrucseparate sources, and which are likely to have different laten-
tion is labeled with dag ¢; identifying the reorder buffer entry cies. Further, each time the predicted value of a conditional

A. PDLX Architecture and Instruction Flow
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Fig. 9. PDLX microprocessor block diagram: conceptual view.

branch is verified a “feedback path” gets activated from tHely available DLX compiler [44]. Then, we loaded the assem-
system register through tleempletion unito thebranch pro- bler into the PDLXinstruction cacheand we executed it while
cessing unit logging every read/write access to ttiata cacheFinally, we
We specified most PDLX modules based on the assumptioompared the “log file” with the one obtained executing the
that they communicate by means of point-to-point channelame assembler code on the DLX simulator DLXSIM to verify
whose latencies may be arbitrary. However, due to the particuthat the functional behavior was indeed the same.
structure of a microprocessor such as PDLX and, in particular,For each program execution, we computed the total number
to the parallel organization of its execution units, we decided td clock cyclesV necessary to complete the execution of the as-
adopt a different type of communication structure to connect teembler code: this number is equalte- S + P, wherel is the
several relay stations, the execution units and the reorder buffeumber of instruction that have been issugds the number of
a pipelined ring A ring, like a bus, inherently supports broadeycles lost due to a stall within the execution unit, dhds the
cast-based communication: the sender place a packet on the namber of cycles lost due to pipeline latency. Since the PDLX
while the other modules inspea(ooy) it as it goes by to see if is a single-issue multiprocessor, the instruction througipst
it is relevant to them [43]. In our case, the snooping mechanistfiV is a quantity less than or equal to one. This quantity can be
is obviously based on identifying the tags associated to the endltiplied by the system clock frequency to obtain &ffective
tries of theReorder Bufferas described in Section VI-A. In gen-instruction throughpuE'T = (I /N )* fcrk, which allows us to
eral, to keep sequential consistency on a ring is more complExmpare the execution of the same assembler code on different
than on a bus since multiple packets may traverse it simultaf®LX implementations running at different speeds. Fig. 10 il-
ously. However, the characteristics of our system help us in thisstrates the results obtained running three different assembler
perspective because thempletion uniguarantees in-order in- programs: on thg axis, we have the instruction throughput on
struction commitment together with the correct serial progretge bottom chart and the effective instruction on the top chart.
of the state of the system. The linear point-to-point nature bf both charts, each discrete point on thaxis corresponds to
a ring allows aggressive pipelining and potentially very high different PDLX implementation with a different fixed amount
clock rates. A disadvantage is that the communication latenafylatency on some communication channels.
is high, growing linearly with the number of nodes on the ring. For this experiment, we focused on two specific channels on
Overall, based on its characteristics, a ring represents an intéig. 9: channelC, between thénstruction memory manage-
esting design solution in the framework of our design methodient unitand theinstruction cache (I-Cachegnd channel,
ology, where modules are by definition latency insensitive arbtween thelata memory management uaitd thedata cache
pipelining is extensively applied. (D-Cache) We varied the latencies of the two channels as fol-
lows: going from left to right on the: axis, each of the 18
data points represents an implementation case and is labeled as
L_a_b, whereq andb denote the amounts by which the latencies
To test our design, we took some simple numeriCgbro- of channelsC, andC, have been increased. In particular, we
grams (permutations, binary search,) and we generated thevarieda from zero to five and from zero to two. As expected,
corresponding DLX assembler code by using DLXCC, a pulthe bottom chart confirms that the more we increase the latencies

C. Experimental Results
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Fig. 10. PDLX performance. (a) Throughput. (b) Effective throughput.

between the two caches and the rest of the system, the high@otol. In this regard, it is important to emphasize that all the
the throughput degradation. It is also clear that for this PDLXbove implementations are functionally equivalent by construc-
implementation, the impact of increasing the D-Cache latentign, being obtained simply by changing the number of relay
by one unit while leaving untouched the I-Cache latency (dastations on the channels and with no need of redesigning any
point L_0_1) is more or less equivalent to increase the I-CactiRDLX module. Furthermore, the insertion of relay stations can
latency by four units while leaving untouched the D-Cache I&se made at late stages in the design process, after detailed infor-
tency (data-poinf._4_0) mation can be extracted from the physical layout, to “fix” those
The data illustrated in the above chart of Fig. 10 have beehannels whose latencies are longer than the desired clock cycle.
obtained based on the assumption that the wires groupedithile performing this operation, itis easy to keep an exact track
channelsC, and C, represent the critical path of the overalbf the throughput variations.
PDLX design and that, after segmenting them (by inserting relay
stations), we could afford to raise the clock frequency appro-
priately. Specifically, for each implementation case, we set the
system clock cycle afer.x = min{a, b} + 1. One could argue  This paper presents the theory of latency-insensitive design.
that the assumption is too coarse because, for instance, it is Latency-insensitive designs are synchronous distributed sys-
likely that all the other modules in the design are able to wotkms composed by functional modules that exchange data on
correctly after doubling the clock. However, the main point thaiommunication channels according to a latency-insensitive
we want to stress here is that within the present methodologyptocol. The protocol guarantees that latency-insensitive
one may perform an early exploration of the latency/throughpsystems, composed of functionally correct modules, behave
tradeoffs to guide architectural choices based on a rough eefrectly independently of the channel latencies. This allows
timation of the channel latencies and then keep refining these to increase the robustness of a design implementation
choices at the different stages of the design flow to accommuecause any delay variations of a channel can be “recovered”
date various implementation constraints, while relying alwaysy changing the channel latency while the overall system
on the property of the latency-insensitive communication préunctionality remains unaffected. The protocol works on the

VII. CONCLUSION
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assumption that the functional modules are stallable, a wegks]
condition to ask the processes to obey.

An important application of the proposed theory is repre-
sented by the latency-insensitive methodology to design larggs]
digital integrated circuits with DSM technologies. The method-
ology is based on the assumption that the design is built by aél-n
sembling blocks of IPs that have been previously designed and
verified. Thanks to the compositionality of the notion of latency!18l
equivalence, this methodology allows us to orthogonalize com-
munication and computation, while the timing requirements im{19]
posed by the clock are met by construction. Furthermore, since
it is based on the synchronous assumption, the approach facili-
tates the adoption of formal validation techniques within a newz20]
design flow that, for the rest, can be built using traditional CAD

tools. [21]
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