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Abstract—The system-on-chip is the dominant architecture
in the age of heterogeneous computing, but its energy-efficient
performance comes at the cost of higher design complexity. The
open-source hardware movement responds to this challenge by
promoting design reuse and collaboration. ESP is an open-source
research platform for heterogeneous SoC design that combines a
scalable tile-based architecture and a flexible system-level design
methodology. Conceived as a heterogeneous integration platform,
ESP is naturally suited to foster collaborative engineering of SoC
designs across the open-source community.

Index Terms—system-on-chip (SoC), open-source hardware
(OSH), heterogeneous computing, system-level design, RISC-V.

I. SOC ARCHITECTURES ARE EVERYWHERE

Modern efficient computing is heterogeneous computing.
The end of Dennard’s ideal CMOS scaling [1], the slow-
down of Moore’s Law [2], [3], and the limits of effective
parallelism that can be achieved with homogeneous multi-core
processors [4] have pushed designers to achieve performance
gains by specializing hardware. Accelerators—hardware com-
puting engines that are specialized for a particular application
or application domain—provide orders-of-magnitude gains
in energy-efficient performance compared to general-purpose
processors [5]. To balance specialization and programmability,
designers combine accelerators and processors into heteroge-
neous architectures. Consequently, the system-on-chip (SoC)
has become the principal computer architecture across the
most important classes of computing. The SoC originally
emerged in the design of embedded systems, where it contin-
ues to be the dominant computing engine for smartphones [6],
automotive electronics [7], avionics [8] and the Internet-of-
things [9]. Over the last decade, however, the continuous
migration of devices from the board to the die [10] and the
transfer of critical functionality from software to specialized
hardware [4], [11] have made the SoC a popular choice also for
personal computers and servers. More recently, as accelerators
have gained ground in cloud computing [12], [13], the giants
of the information technology industry have started designing
their own SoCs [14].

II. SOC DESIGN IS A CHALLENGING TASK

Since the quest to maximize energy-efficient performance
passes through hardware specialization of computational ker-
nels for critical application workloads, designers combine
more and more heterogeneous components in the same SoC.
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A state-of-the-art SoC is a highly heterogeneous system that
integrates many general-purpose processors, graphics process-
ing units, digital signal processors, and accelerators [15].
Heterogeneity improves energy efficiency and performance,
but it increases design complexity. A system consisting in a
collection of diverse components is intrinsically more difficult
to design, validate, and program than a system made only of
homogeneous copies. At design time, the differences among
heterogeneous components translate into diminished regularity
in chip layout and the need to perform different verification
tasks. At runtime, the presence of many heterogeneous com-
ponents complicates the hardware-software interface and the
management of shared resources, such as access to off-chip
main memory and use of the tight on-chip power budget.
With each SoC generation, the addition of new capabilities is
increasingly limited by engineering effort and team sizes [16].

III. OPEN-SOURCE HARDWARE TO THE RESCUE

Open-source hardware (OSH) has been proposed as a vehi-
cle to reenergize the innovation in the semiconductor industry
in the mold of the proven success of the open-source software
ecosystem [17]. The momentum of OSH has been building in
recent years [18], [19], thanks particularly to the popularity of
the RISC-V project [20]. The number of OSH projects is ex-
pected to grow steadily in the upcoming years, fueled by multi-
institution organizations [21]–[23], government programs [24],
and many diverse contributions from both academia [20], [25],
[26] and industry [27], [28]. To date, however, most OSH
projects are focused on the development of individual SoC
components, such as a processor core or an accelerator. While
certainly useful, this leaves open a critical challenge:

How can we realize a complete SoC for a given tar-
get application domain by efficiently reusing and combining
a variety of independently developed, heterogeneous, OSH
components, especially if these components are designed by
separate organizations for separate purposes?

While the development of individual OSH components is a
necessary precondition, the ultimate goal is the realization of
complete SoC designs that leverage these components.

IV. SCALING UP OPEN-SOURCE HARDWARE

Achieving this goal requires enabling design reuse and col-
laboration to directly mitigate the design complexity challenge.
A possible path goes through innovations of the SoC architec-
tures as well as the methodologies used to design them. Indeed,
architectures and methodologies must be developed together



in order to be effective. This approach is captured by the
concept of platform, which is precisely the combination of an
architecture and methodology [29]. Although an architecture
limits the space of possible SoC designs, its properties allow
for the development of an effective design methodology and
supporting CAD tools. In turn, the methodology and tools
allow designers to focus on the most important and creative
aspects of the design process, while leveraging automation for
the repetitive and error-prone tasks.

An SoC architecture enables design reuse when it simplifies
the integration of many components that are independently
developed. An SoC methodology enables design collaboration
when it allows designers to choose the preferred specifica-
tion languages and design flows for the various components,
particularly when these choices provide advantages in the
context of important application-specific domains. An effective
combination of architecture and methodology is a platform that
maximizes the potential of open-source hardware by scaling-
up the number of components that can be integrated in an
SoC and by enhancing the productivity of the designers who
develop and use them.

V. AN OPEN-SOURCE PLATFORM FOR SOC DESIGN

ESP is an open-source research platform for heteroge-
neous SoC design [30]. The System-Level Design Group at
Columbia University has developed ESP by building on the
foundations of communication-based system-level design [31]
and on years of experience teaching SoC platforms [32]. ESP
combines a scalable architecture and a flexible methodol-
ogy [29]. Just like the architecture simplifies the integration
of heterogeneous components developed by different teams,
the methodology embraces the use of various design flows for
component development [33].

The ESP architecture is structured as a tile grid. The
tiles form a distributed system which is inherently scalable,
modular and heterogeneous. The main types of tile are three:
processor, accelerator and memory. For the processor tile,
ESP currently allows a seamless choice between the 32-
bit LEON3 SPARC core [34] and the 64-bit ARIANE RISC-V
core [35]. An accelerator tile contains one or more loosely-
coupled accelerators [36]; these can be accelerators developed
with the ESP methodology [37], [38] as well as third-party
OSH accelerators like the NVIDIA NVDLA [27]. Processors
and accelerators [36] are given the same importance in the
SoC. This system-centric view distinguishes ESP from other
OSH platforms, most of which take a processor-centric view.

Each tile is encapsulated into a modular socket (aka shell)
that interfaces it to a network-on-chip (NoC), which has
a packet-switched 2D-mesh topology with multiple physical
planes [39]. Following the principles of the protocols and
shells paradigm of latency-insensitive design [31], [40], the
shell decouples the design of the tile content from the design of
the rest of the system, thereby simplifying the integration of an
OSH component inside a tile, enabling late-stage optimizations
as part of design-space exploration decisions, and promoting
its reuse across different SoC designs. Furthermore, the shell

implements a set of platform services, which provide pre-
validated solutions for common design tasks like accelerator
configuration [37], memory management [41], [42], and dy-
namic voltage-frequency scaling [43].

The ESP methodology guides the choice of the number,
mix, and placement of tiles for a target SoC as well as the
design of newly-developed components. Third-party IP blocks
can be seamlessly integrated [44]. For the development of
new components, ESP promotes system-level design [31] and,
particularly, the application of high-level synthesis to design-
space exploration [45]–[47]. Indeed, the ESP methodology
is flexible because it embraces different design flows from
specifications written in different languages, including: C with
Xilinx Vivado HLS, SystemC with Cadence Stratus HLS,
C++/SystemC with Mentor Catapult HLS, as well as Sys-
temVerilog, VHDL, and Chisel. Recently, a flow to design em-
bedded machine learning accelerators with Keras TensorFlow,
PyTorch and ONNX through hls4ml [48] became the first
example of a domain-specific design flow added to ESP [38].

A graphical user interface allows the selection of the tiles,
the number and parallelism of the NoC planes, and the
structure of the memory hierarchy, among many other config-
uration parameters. Once configured, the RTL implementation
of the SoC is automatically generated together with all the
hardware and software mechanisms for system integration
of the chosen processor core. The automatic generation of
device drivers from pre-designed templates simplifies the
invocation of accelerators from user-level applications running
on Linux [41]. The automatic generation of a multi-plane
NoC from a parameterized model supports the scaling of
the ESP architecture to accommodate multiple cores, many
accelerators, and a distributed memory hierarchy [49].

ESP allows SoC architects to rapidly implement FPGA-
based prototypes of complex SoCs by combining third-party
OSH components that use the AXI protocol (e.g. ARIANE and
NVDLA) with newly-designed components. A growing set of
tutorials and demos on how to realize these prototypes is avail-
able on the ESP website [30]. While the ESP release currently
focuses on FPGA-based prototyping, the ESP methodology
offers a natural and versatile front end, up to synthesizable
RTL, for chip design.

VI. CONCLUSIONS

The concept of platform is the key to handling the complex-
ity of SoC design in the age of heterogeneous computing. By
combining a scalable architecture with a flexible methodology,
ESP provides the open-source hardware community with a
platform for collaborative engineering of SoC designs.
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